




Practice Theory

Powerful	modeling,	simple	exploration Sophisticated	exploration in	small-state	MDPs

e.g.:	Atari	Deep	Reinforcement Learning e.g.	𝐸",	R-MAX	algorithms

Limited	theory	for	rich	observations

Goal

Develop	Reinforcement	Learning	approaches	guaranteed to	learn	an	optimal	policy with	a	
small	number	of	samples despite	rich	observations.



Model PAC	Guarantees

Small-state MDPs Known

Structured large-state	MDPs New

Reactive	POMDPs Extended

Reactive	PSRs New

LQR (continuous	actions) Known
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𝑄⋆(𝑥, 𝑎)

𝜋⋆ 𝑥 = argmax
/
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§ Validity	condition
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E*∼8F max/ [𝑄⋆ 𝑥, 𝑎 ]

E*∼8F𝑄
⋆(𝑥, 𝜋⋆ 𝑥 )
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§ 𝑉I = 	E𝒙∼𝚪𝟏[𝒇 𝒙, 𝝅𝒇 𝒙 ]
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Optimism	under	
uncertainty,	guess	for	
𝑉 𝜋⋆ if	𝑓 = 𝑄⋆

Checking	our	
optimistic	belief

Prune	the	possible	
solutions
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Details	at:	https://arxiv.org/abs/1610.09512


