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The Agent View: Genius or Double-Talk 
Artist



Cultural Technologies

• Language
•Writing
•Print
• Libraries
• Internet Search
•Wikipedia



The Cultural Niche: Boyd, Richeson, Henrich



Imitation Versus Innovation



Causal Learning

• Learning intuitive theories through causal model-building and 
exploration.

• Preschool children can learn and use causal overhypotheses. Lucas et 
al, 2014, Gopnik et al. 2017, Wente et al. 2019

• Can they learn them through exploration? How do SOTA artificial 
agents compare?
• New paper https://arxiv.org/pdf/2206.08353.pdf



The Virtual 
Blicket 

Detector



Example of child playing: 



Large Language Models:

• Results for GPT-3 and PaLM for the four conditions. Bold font indicates a fully correct answer.
• For the not given hypotheses setting, there is not a correct answer possible for causal 

structure, because there is not enough information to determine whether the blicket detectors in 
the training phase are disjunctive or conjunctive.



The Good and Bad of Writing - Socrates

• You know, Phaedrus, that is the strange thing about writing, which 
makes it truly correspond to painting. The painter’s products stand 
before us as though they were alive. But if you question them, they 
maintain a most majestic silence. It is the same with written words. 
They seem to talk to you as though they were intelligent, but if you 
ask them anything about what they say from a desire to be instructed 
they go on telling just the same thing forever.
•



The Good and Bad of Print



Norms, Rules, Regulations and Laws

Truthfulness Norms
Testimony Under Oath
Editors
Journalism Schools
Fact-Checkers
Libel Laws


