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Problem
Given a random matrix X , how large is the expected spectral norm
E‖X‖?

Matrix Khintchine: If X is a d × d Hermitian matrix with jointly
Gaussian entries and EX = 0, then

‖EX 2‖
1
2 . E‖X‖ .

√
log d‖EX 2‖

1
2 .

Matrix Bernstein: If X =
∑n

i=1 Yi and Y1, . . . ,Yn are independent
d × d Hermitian matrix with EYi = 0, then

E‖X‖ .
√

log d‖EX 2‖
1
2 + (log d)(Emax

i
‖Yi‖2)

1
2 .

Question: These inequalities are sharp up a log factor, but when
can the log factor be removed?



When is the log factor necessary?

(1) If X = 1√
d

g1,1 . . . g1,d
...

. . .
...

gd ,1 . . . gd ,d

 is symmetric with i.i.d. N(0, 1)

entries, then EX 2 = I and E‖X‖ ≈ 2.

So log factor is not needed.

(2) If X =

g1 . . . 0
...

. . .
...

0 . . . gd

 has i.i.d. N(0, 1) diagonal entries, then

EX 2 = I and E‖X‖ ≈
√

2 log d .

So log factor is needed.



When is the log factor necessary?

(1) If X = 1√
d

g1,1 . . . g1,d
...

. . .
...

gd ,1 . . . gd ,d

 is symmetric with i.i.d. N(0, 1)

entries, then EX 2 = I and E‖X‖ ≈ 2.

So log factor is not needed. (Very noncommutative)

(2) If X =

g1 . . . 0
...

. . .
...

0 . . . gd

 has i.i.d. N(0, 1) diagonal entries, then

EX 2 = I and E‖X‖ ≈
√

2 log d .

So log factor is needed. (Commutative)

This suggests that if there is enough noncommutativity then

E‖X‖ ∼ ‖EX 2‖
1
2 (i.e., log factor not needed).



How to quantify noncommutativity?

Tropp introduced the following quantity

w(X ) = sup
Q1,Q2,Q3

‖EXQ1YQ2XQ3Y ‖
1
4 ,

where the sup is over all unitary Q1,Q2,Q3 and
Y is an independent copy of X .

Tropp (2015): If X is a d × d Hermitian matrix with jointly
Gaussian entries and EX = 0, then

E‖X‖ . (log d)
1
4 ‖EX 2‖

1
2 +

√
log d w(X ).

• Not sharp due to the (log d)
1
4 factor in the first term.

• w(X ) is very hard to compute.



How to quantify noncommutativity?

Suppose X is a d × d Hermitian matrix with jointly Gaussian
entries and EX = 0.

Write X =
∑n

k=1 gkAk for some i.i.d. N(0, 1) random variables
g1, . . . , gn and Hermitian A1, . . . ,An.

View X as a Gaussian vector in Rd2
. Define v(X ) = ‖Cov(X )‖

1
2 .

• v(X ) is easy to compute.
• If A1, . . . ,An commute, they can be simultaneously diagonalized
so

X =

X1,1

. . .

Xd ,d

 .

We have v(X ) ≥ max
i

√
Var(Xi ,i ) = ‖E(X 2)‖

1
2 .

If v(X )� ‖E(X 2)‖
1
2 then A1, . . . ,An are very noncommutative.



Main results

Gaussian case:
If X is a d × d Hermitian matrix with jointly Gaussian entries and
EX = 0, then

E‖X‖ . ‖EX 2‖
1
2 + (log d)

3
2 ‖Cov(X )‖

1
2 .

General:
Let Z1, . . . ,Zn be independent d × d matrices with EZi = 0. Let

X =
n∑

i=1

Zi . Then

E‖X‖ .‖EX ∗X‖
1
2 + ‖EXX ∗‖

1
2

+ ‖Cov(X )‖
1
2 (log d)

3
2 + (E[max

i
‖Zi‖2F])

1
2 (log d)2.


