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Age of bigger and bigger datasets
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Pile dataset
(825 GB, 22 sources)

C4 (750 GB)

StarCoder (783 GB,
86 programming languages)



The pursuit of more health data
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Electronic Medical 
Records

Wearable Data

Genomics Medical Imaging

Signals Molecular Data



The pursuit of more health data
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Electronic Medical 
Records

Wearable Data

Genomics Medical Imaging

Signals Molecular Data

800k patients
50 clinical sites

500k individuals
22 recruitment centers

200k patient stays
208 hospitals
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6Chen et al, NeurIPS 2018; Rolf et al, ICML 2021; Carmon et al, NeurIPS 2019



How do we balance data 
accumulation and distribution 
shift?
Shen et al, “The Data Addition Dilemma.” MLHC 2024
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Judy Hanwen Shen 
(Stanford)

Inioluwa Deborah Raji 
(UC Berkeley)
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We call this the Data Addition Dilemma
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Also seen in: Multilingual Translation

20
Arivazhagan et al, “Massively Multilingual Neural Machine Translation in the Wild: Findings and 
Challenges” NAACL 2019

Better than 
pairwise 
methods

Worse than 
pairwise 
methods

Less available 
training data



Also seen in: Multilingual Translation
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Training on a multilingual 
corpus lowers 

performance vs. pairwise 
methods

Better than 
pairwise 
methods

Worse than 
pairwise 
methods

Less available 
training data

Arivazhagan et al, “Massively Multilingual Neural Machine Translation in the Wild: Findings and 
Challenges” NAACL 2019



Also seen in: Multilingual Translation
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Training on a multilingual 
corpus lowers 

performance vs. pairwise 
methods

Oversampling on low-
resource language can 

improve performance for low-
resourced languagesBetter than 

pairwise 
methods

Worse than 
pairwise 
methods

Less available 
training data

Arivazhagan et al, “Massively Multilingual Neural Machine Translation in the Wild: Findings and 
Challenges” NAACL 2019



Related: Domain Adaptation

https://medium.com/@sayampalrecha09/what-is-domain-adaptation-2c0ef28eeb42
23

• DA goal is to make a 
model that has high 
performance across 
multiple domains

• Our problem formulation 
only is interested in 
performance in one 
domain



The Data Addition Dilemma

Framework to weigh cost 
and benefit of adding 

more data
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Modeling Data Accumulation
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{x,y}n ~ D



Modeling Data Accumulation
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DS2

DS1

DSm

…



Modeling Data Accumulation
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nS1

nSm

Sizes
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Modeling Data Accumulation
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Modeling Data Accumulation
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Dtrain
DS2

DS1

DSm

…



Modeling Data Accumulation
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f(Dtrain) f(Dtest)
DS2

DS1

DSm

…
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AUC(DH0 ∪ … ∪ DHM, DHtest) – AUC(DH0 ∪ … ∪ DH M-1, DHtest)

AUC with adding last 
data source

AUC without adding last 
data source

–
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AUC(DH0 ∪ H1, DH0) – AUC(DH0, DH0)
≈

AUC with adding a 
data source

AUC without adding a 
data source

AUC(DH0 ∪ … ∪ DHM, DHtest) – AUC(DH0 ∪ … ∪ DH M-1, DHtest)



24-hour mortality prediction task on eICU dataset 34



24-hour mortality prediction task on eICU dataset 35

Adding 
hospital 167 

makes 
performance 

worse for 
hospital 199
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AUC change from 
adding hospitals is 

related to AUC change  
from out of distribution  

24-hour mortality prediction talk on eICU dataset
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δ(DH0 , DH1 )

≈
Divergence between 

datasets

AUC(DH0 ∪ H1, DH0) – AUC(DH0, DH0)
≈

AUC(DH0 ∪ … ∪ DHM, DHtest) – AUC(DH0 ∪ … ∪ DH M-1, DHtest)



Toy Example
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DS2

DS1High-quality

Low-quality

DtestTest set

What is δ(Dtrain, Dtest)?



Toy Example
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DS2

DS1High-quality

Low-quality

If training data size ≤ nS1:
δ(DS1, Dtest) 

DtestTest set

What is δ(Dtrain, Dtest)?



Toy Example
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DS2

DS1High-quality

Low-quality

If training data size ≤ nS1:
δ(DS1, Dtest) 

DtestTest set

If training data size > nS1:
𝒏𝑺𝟏
"

 δ(DS1, Dtest)  + 
1	 − 𝒏𝑺𝟏

"
 δ(DS2, Dtest)

What is δ(Dtrain, Dtest)?

*If divergence δ is 
composed linearly



Contribution: When is adding more data 
hurtful?
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Lemma: If δ (DSk, Dtest) –
#"
𝒏𝑺𝒌

 ≥ δ(Dtrain, Dtest) :

δ(Dtrain,n, Dtest) ≥ δ(Dtrain,n-nSk , Dtest)

DSk = data from k-th source
δ    = divergence in family of f-divergences
 (not assumed linear)
c    = divergence-dependent constant



Related: Distances, divergences, and 
discrepancies
• Relationship between increased divergence to empirical risk for 

f−divergences by giving a generalization bound
• Different discrepancy measures including L1 distance
• H∆H divergence
• Margin disparity discrepancy
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Acuna et al, “f-domain adversarial learning: Theory and algorithms.” ICML 2021.
Ben-David et al, “Analysis of representations for domain adaptation.” NeurIPS 2006.
Ben-David et al, “A theory of learning from different domains.” Machine learning 2010.
Zhang et al, “Bridging theory and algorithm for domain adaptation.” ICML 2019.



Practical Strategies for Data 
Accumulation
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Practical Strategies for Data 
Accumulation
Idea 1: Try all combinations
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Practical Strategies for Data 
Accumulation
Idea 1: Try all combinations
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Best 3 hospitals from 10 options 
≈ 103 combinations



Practical Strategies for Data 
Accumulation
Idea 1: Try all combinations
Idea 2: Hospital-level characteristics 
(mortality rates, demographics, etc.)
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Practical Strategies for Data 
Accumulation
Idea 1: Try all combinations
Idea 2: Hospital-level characteristics
Idea 3: Divergence-based metrics
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KL Ratio X   = 𝐸!∈# log # !
$ !

KL Ratio XY = 𝐸(!,')∈# log # !,'
$ !,'

Score X   = 𝐸!∈# 𝑃 𝑥 ∈ 𝑃
Score XY = 𝐸(!,')∈# 𝑃 (𝑥, 𝑦) ∈ 𝑃



4824-hour mortality prediction talk on eICU dataset

LR AUC drop is 
correlated with 

ScoreXY, a 
divergence-based 

metric
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LR AUC drop is 
correlated with 

ScoreXY, a 
divergence-based 

metric
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Stronger 
relationship
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Divergence metrics out-perform other 
hospital-wide characteristics

Stronger 
relationship



Divergence-based metrics outperform mixture 
settings

5224-hour mortality prediction talk on eICU dataset



Divergence-based metrics outperform mixture 
settings

5324-hour mortality prediction talk on eICU dataset



But! Racial disparity can have mixed 
results

5424-hour mortality prediction talk on eICU dataset

Better



But! Racial disparity can have mixed 
results
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But! Racial disparity can have mixed 
results

5624-hour mortality prediction talk on eICU dataset

Better



How can we benefit from larger datasets?
1. Data composition is a data-oriented perspective to 

complement existing algorithmic-centered work, e.g., domain 
adaptation

2. We analyze different data accumulation strategies for health 
datasets with multiple sources

3. We show theoretical and empirical results, including a 
divergence-based method for when to add more data

4. Next steps: fairness, mixture of experts, multimodality, 
impossibility theory, privacy
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How can we benefit from larger datasets?
1. Data composition is a data-oriented perspective to 

complement existing algorithmic-centered work, e.g., domain 
adaptation

2. We analyze different data accumulation strategies for health 
datasets with multiple sources

3. We show theoretical and empirical results, including a 
divergence-based method for when to add more data

4. Next steps: fairness, multimodality, impossibility theorems, 
privacy
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Chen et al, “Ethical Machine Learning for Health Care,” Annual Reviews for Biomedical Data Science 2021.

1. Early detection for 
intimate partner violence 
(PSB 2021)
2. Maternal health and 
high-risk pregnancy 
(FaccT 2024)

1. Correcting for 
patient access to 
care (AAAI 2022)

2. Developing new 
LLM bias 
frameworks (In 
progress)

1. Bias auditing (AMA 
Journal of Ethics 
2019, Nature 
Medicine 2021)

2. Mitigating algorithmic 
bias (NeurIPS 2018)

1. Collecting and 
researching insurance 
risk scores (Health 
Affairs 2022)
2. Effect of 
aggregating data 
sources (MLHC 2024)

1. Rationales for 
treatment 
selection (Work 
under review)

2. Access to care 
and how it affects 
EHR labels (In 
progress)

59

Computational Healthcare for Equity and 
INclusion



How can we benefit from larger datasets?
1. We need a data-oriented 

perspective, especially 
considering multiple 
sources

2. We show theoretical and 
empirical results, including a 
divergence-based method 
for when to add more data

60irenechen.net@irenetrampoline


