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Before I start

•  My background: NLP research  understanding and training LMs  →

•  Focusing on academic research
Q. What research questions in LLM pipeline can academics answer?

• Most content is drawn from public knowledge and our experiences in academic 
research projects

• Many details still remain opaque, and need rigorous experiments to verify
• Many findings are still “practices”, and lack scientific understanding



How do we learn the (best) practices?

• Llama 3.1 technical report (arXiv 2407.21783) 2024/7/23

2024/7/31• Gemma 2 technical report (arXiv 2408.00118) 

2024/7/15• Qwen2 technical report (arXiv 2407.10671) 

2024/7/29• Apple Intelligence technical report (arXiv 2407.21075) 

• OLMo paper (arXiv 2402.00838) 2024/2/1

• Phi-3 paper (arXiv 2404.14219) 2024/4/24

• Gemini paper  (arXiv 2312.11805) 2023/12/19

• Mistral 7B  (arXiv 2310.06825) 2023/10/10

+ many, many scientific research papers (smaller scale, more rigorous, 
more controlled, clear gap from SOTA)



Scope of this tutorial

This tutorial will focus on training pipeline of cutting-edge LLMs 

Part I.

Part II.

Pre-training

Post-training

“the model is trained at massive scale using straightforward 
tasks such as next-word prediction”

“the model is tuned to follow instructions, align with human 
preferences, and improve specific capabilities (e.g., coding 
and reasoning)”

Data vs Algorithms vs Model architectures



Part II. Post-training
“the model is tuned to follow instructions, align with human 
preferences, and improve specific capabilities (e.g., coding 
and reasoning)”



Post-training:  Two (simplified) stages

• Supervised fine-tuning (SFT)

• Preference learning

• aka. Instruction fine-tuning

• Data: (prompt, response)

• Learning: next-token prediction

• aka. Reinforcement learning from human preferences

• Data: (prompt, winning response, losing response)

• Learning: RL (PPO) vs offline preference optimization (DPO)

Training language models to follow instructions with human feedback (2022)

? ?



Supervised fine-tuning (SFT)

Practices and research questions: 
•  How to get prompts?

•  How to get responses? Do responses include chain-of-thought?

•  How to combine and select these datasets for instruction tuning?

• Data: (prompt, response)

• Learning: next-token prediction



Supervised fine-tuning datasets
• Repurposed from existing datasets (w/ human-written instructions and CoT)

Super-NaturalInstructions (Wang et al., 2022)

• Examples: Super-NaturalInstructions, Flan V2

• Human-written from scratch

• Examples: Dolly, Open Assistant

(Köpf et al., 2023)



Supervised fine-tuning datasets
• Responses generated from LLMs

• Example: ShareGPT, UltraChat

• Example: Alpaca
• The instructions can be generated from LLMs too!

Stanford Alpaca



Data mixture of instruction tuning

Camels in a Changing Climate: Enhancing LM Adaptation with TÜLU 2 (2023)

TÜLU v2

- What is the notion of “high-
quality” data in instruction 
tuning?

- How to decide data mixture 
or which examples to use?



LESS: Selecting Influential Data for Targeted Instruction Tuning

• Key idea: use influence formulation to estimate how training examples influence 
models’ predictions on target tasks and use it as proxy for data selection

LESS: Selecting Influential Data for Targeted Instruction Tuning (2024)

<latexit sha1_base64="LXyZbqXGb43GLykWnP+vjcwl5vU=">AAACV3icbZFdaxQxFIYz09qu69dWL70JLsIslGVGihakUPVCvZEKblvYrMOZbKYbmmSG5IzsNsyfFG/6V7zR7MdFbT0QeHjfczjJm6JW0mGaXkfx1va9nd3O/e6Dh48eP+ntPT11VWO5GPFKVfa8ACeUNGKEEpU4r60AXShxVlx+WPpnP4R1sjLfcFGLiYYLI0vJAYOU9wxDMUf/2ZRt7tf8bgq6bZP5Pr0a0CPKXKNzL4+y9rv/0npWgPVMILS5pIxXLmEGCgVUJVdvKcNZsHI52KfsI2gNyfyGOGjzXj8dpquidyHbQJ9s6iTv/WTTijdaGOQKnBtnaY0TDxYlV6LtssaJGvglXIhxQANauIlf5dLSl0GZ0rKy4RikK/XmhAft3EIXoVMDztxtbyn+zxs3WB5OvDR1g8Lw9aKyURQrugyZTqUVHNUiAHArw10pn4EFjuEruiGE7PaT78Lpq2H2enjw9aB//H4TR4c8Jy9IQjLyhhyTT+SEjAgnv8jvaCvajq6jP/FO3Fm3xtFm5hn5p+K9vxU6s80=</latexit>

InfAdam(x, z) =
NX

i=1

⌘̄i cos(rl(z; ✓i),�(x; ✓i))



LESS: Selecting Influential Data for Targeted Instruction Tuning

LESS: Selecting Influential Data for Targeted Instruction Tuning (2024)

Technical enhancements making it work for:

• Adam optimizer

• Instruction tuning datasets (varied length)

• Large models - efficiency is the key!

Less-T: “transfer” setting

Instruction tuning examples selected based on 
LLama-2-7B can be used to instruct fine-tune 
Mistral-7B and LLama-2-13B!



Preference learning

• Data: (prompt, winning response, losing response)

• Learning: RL (PPO) vs offline PO (DPO)

•  How to get prompts?

•  How to get winning responses and losing responses?

•  Who decides which is winning and which is losing?

•  RL vs offline preference optimization algorithms?

Next: I will first discuss algorithms, present some  
experimental findings, and come back to the discussion of data



Reinforcement learning from human feedback

 measures how good response y is following prompt xrθ(x, y)

• Step 1: Train a reward model (RM) using the preference data

Preference data: (prompt, winning response, losing response)

Training language models to follow instructions with human feedback (2022)

(x, yw, yl) ∼ D



Reinforcement learning from human feedback

• Step 1: Train a reward model (RM) using the preference data

Preference data: (prompt, winning response, losing response)

 measures how good response y is following prompt xrθ(x, y)

• Step 2: Start from the SFT model as the policy model, sample a 
response and update the policy with the RM model

Additionally, add a per-token KL penalty to make sure the policy  
model doesn’t deviate too much from the SFT model

Training language models to follow instructions with human feedback (2022)

(x, yw, yl) ∼ D



Reinforcement learning from human feedback
Preference data: (prompt, winning response, losing response)

Drawbacks:

- Involve multiple models SFT, RM, 
policy models

- Involve multiple stages of training

- Complex, hard to get it right! 

1. Optimize reward model over preference data
2. Optimize policy model according to the reward model

Next: Why not directly learn the policy model from preference data?

(x, yw, yl) ∼ D



Direct preference optimization (DPO)

Direct Preference Optimization: Your Language Model is Secretly a Reward Model (2023)

•  DPO starts from a very similar RL objective to PPO:

•  Under a general reward function , the optimal policy  
can be written as:

rϕ

Preference data: (prompt, winning response, losing response) (x, yw, yl) ∼ D



Direct preference optimization (DPO)

Direct Preference Optimization: Your Language Model is Secretly a Reward Model (2023)

Reward modeling (Bradley-Terry ranking):

DPO objective:

Preference data: (prompt, winning response, losing response) (x, yw, yl) ∼ D



Offline preference optimization methods

There are many objectives that you can design for directly learning from preference data!

Preference data: (prompt, winning response, losing response) (x, yw, yl) ∼ D

WR: winning rate, LC: length-controlled WR



SimPO: Simple preference optimization

SimPO: Simple Preference Optimization with a Reference-Free Reward (2024)

DPO Training:

Inference: We take , and start from x, and generate y! πr(y ∣ x)

- Use greedy, beam search, or sampling

- We don’t use  at all during inferenceπref

What is the role of reference model at all?

DPO



SimPO: Simple preference optimization

SimPO: Simple Preference Optimization with a Reference-Free Reward (2024)

DPO

Concurrent work:

There is a discrepancy between reward function and decoding metrics



The SimPO objective

• We simply use the average log-likelihood as the reward function:

22

• Why length normalized?

- Shorter sequences tend to have larger log-likelihood
- This metric is commonly used to rank options for multiple-choice questions

SimPO: Simple Preference Optimization with a Reference-Free Reward (2024)

• We introduce target reward margin in Bradley-Terry ranking objective:

Encourages a large margin between winning and losing rewards
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The SimPO objective

SimPO: Simple Preference Optimization with a Reference-Free Reward (2024)



A close look at evaluation

• Two model families: LLama-3-8B and Mistral-7B
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• We consider two models from each family: base and instruct

• Base: pre-trained checkpoints

• instruct: instruction-tuned models / procedure and training data are opaque

• The Base setting - similar to Zephyr (Tunstall et al., 2023)

• First fine-tune on UltraChat  (200k examples; Ding et al., 2023) for instruction tuning

• Then train on UltraFeedback (64k prompts; Cui et al., 2023) for preference optimization

UltraChat is a multi-turn conversational dataset generated by 
GPT-3.5-turbo covering 30 topics and different types of texts

UltraFeedback takes prompts from diverse sources (e.g., UltraChat, 
FLAN), and generates responses from 4 different LLMs. Use GPT-4 to 
score instruction-following, truthfulness, honesty and helpfulness.

winning=highest score, losing=random of remaining 3



A close look at evaluation
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• The Instruct setting

• We take this instruction-tuned model as the SFT model

• We use it to regenerate 5 responses for each of UltraFeedback prompts, using 
an off-the-shelf reward model PairRM (Jiang et al., 2023) to pick the highest 
score one as winning response, and lowest score as losing response

• The preference data is generated by the SFT model (on-policy)!

• There is one extra reward model introduced (DeBERTa-v3-large)

• Evaluation

SimPO: Simple Preference Optimization with a Reference-Free Reward (2024)



Main results: SimPO vs DPO
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•  SimPO vs DPO: Consistent and significant gains (have results of other *PO methods in the paper)

•  You can build a quite strong chat model by using open-sourced datasets

•   Alpaca Eval 2 LC WR: Llama3-8B-base+SimPO 22.0% vs Llama-3-8B-instruct 26.0%

•  You can turn a strong instruction-tuned model into a much stronger one by generating on-policy data!

•   Alpaca Eval 2 LC WR: Llama-3-8B-instruct 26.0% vs Llama-3-8B-instruct+SimPO 44.7%

SimPO: Simple Preference Optimization with a Reference-Free Reward (2024)



SimPO: additional results

27

The only change is the reward model that helps 
generate preference data: RLHFlow/ArmoRM-
Llama3-8B-v0.1 (Wang et al., 2024)

SimPO: Simple Preference Optimization with a Reference-Free Reward (2024)



SimPO: additional results

28

https://pli.princeton.edu/blog/2024/what-we-have-learned-simpo

SFT model: gemma2-9b-it

How does preference learning impact general 
capacity of models (e.g., math, reasoning)?

What makes llama3-8b vs gemma2-9b behave differently?

SimPO: Simple Preference Optimization with a Reference-Free Reward (2024)



The rivalry between PPO and DPO

29

1. preference data quality 
2. algorithm choice  
3. reward model quality  
4. targeted policy training prompts

Importance in ranked order:
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Post-training pipeline of Llama3

The Llama 3 Herd of Models (2024)

2. Use on-policy data than static pre-generated data

3. Model averaging of RM, SFT, DPO models

1. Multiple rounds of data generation and model training



Part I. Pre-training
“the model is trained at massive scale using 
straightforward tasks such as next-word prediction”



Pre-training

• Step 1. Prepare a high-quality, tokenized pre-training corpus (internet scale)

• Step 2. Decide (Transformer) model architecture and context window size

• Step 3. Fit the model on the pre-training corpus to maximize log-likelihood:

Llama-3: “We pre-train a model with 405B parameters on 15.6T tokens 
using a context window of 8K tokens. This standard pre-training stage is 
followed by a continued pre-training stage that increases the supported 
context window to 128K tokens.”



Open research questions

• How to curate and filter high-quality pre-training data?

• What is a good data mixture?

• What is a good training recipe? How many stages of training? What data to use?

• Scaling laws for determining model sizes and data mix?

• How and when to use synthetic data?



Pre-training corpora in the open

RedPajama
2023-04-17

RedPajama (1.2T)  SlimPajama (627B) ⟶



Pre-training corpora in the open

2023-08-18

Total = 3T tokens

Dolma: an Open Corpus of Three Trillion Tokens for Language Model Pretraining Research (2023)



Pre-training corpora in the open

2023-06-01

Total = 600B tokens (only from Common Crawl) Total = 15T tokens

2024-05-31

Also: FineWeb-edu (1.3T and 5.4T)



37Dolma: an Open Corpus of Three Trillion Tokens for Language Model Pretraining Research

Data processing pipeline: example



Quality filters - mostly heuristics based 

38

Data processing pipeline: example

New direction: model-based quality filters



QuRating: Selecting high-quality data with LM signals

• What is the notion of high-quality data in pre-training corpora?

QuRating: Selecting High-Quality Data for Training Language Models (2024)

• Can we detect such high-quality data effectively and efficiently?

Choices of quality criteria:


1. are applicable to a wide variety of texts

2. require a deeper understanding of the content of a text

3. have many subtle gradations in quality

4. are complementary to each other

Writing style, facts & trivia, educational value, required expertise 



QuRating: Selecting high-quality data with LM signals

QuRating: Selecting High-Quality Data for Training Language Models (2024)

Part I
measure

quality

Part II
utilize

quality



Pairwise comparisons  Quality ratings⟹

QuRating: Selecting High-Quality Data for Training Language Models (2024)

● We validate on 80 documents with clear differences in quality. 
GPT-3.5-turbo achieves 92-99% agreement ✅

● The criteria are only weakly correlated (correlation coeff. 0.29-0.55) ✅



● For each criterion, we collect 250K pairwise judgments from GPT-3.5-turbo for 
documents from SlimPajama

● We use the Bradley-Terry model to obtain scalar quality ratings

● Fine-tune a 1.3B QuRater model to predict these quality ratings

Training the QuRater model

● Fine-tuned model achieves >93% validation accuracy ✅

● Use QuRater to annotate 260B token corpus based on SlimPajama  
⇒ QuRatedPajama

QuRating: Selecting High-Quality Data for Training Language Models (2024)



A quick dive into QuRatedPajama



Sampling with quality signals improves performance

QuRating: Selecting High-Quality Data for Training Language Models (2024)

Quality vs diversity:

•Selecting 30B out of 
260B tokens

•Training 1.3B models 
from scratch



FineWeb-edu
•  Using synthetic data to develop classifiers for identifying educational content

https://huggingface.co/datasets/HuggingFaceFW/fineweb-edu

•  450k annotations generated by LLama3-70B-instruct for web samples from FineWeb dataset



FineWeb-edu

https://huggingface.co/datasets/HuggingFaceFW/fineweb-edu



FineWeb-edu



The DCLM competition

DataComp-LM: In search of the next generation of training sets for language models (2024)



The DCLM competition

DataComp-LM: In search of the next generation of training sets for language models (2024)

“As a baseline for DCLM, we conduct extensive experiments and find that 
model-based filtering is key to assembling a high-quality training set.”



Domain mixture and multi-staged training

Domains: Common Crawl, CC, Github, Wikipedia, Books, arXiv, …

MiniCPM: Unveiling the Potential of Small Language Models with Scalable Training Strategies (2024)



Domain mixture and multi-staged training

•  Increase high-quality data in the later 
stage(s) of pre-training

•  The boundary between pre-training 
and SFT has blurred

“Upsampling domain-specific datasets in 
relative to CC at the end of training“JetMOE (Shen et al., 2024)

Data mixture in 2nd stage:



How to decide a good domain mixture?

DoReMi: Optimizing Data Mixtures Speeds Up Language Model Pretraining (2023)



How to decide a good domain mixture?

Sheared LLaMA: Accelerating Language Model Pre-training via Structured Pruning (2024)

Dynamic batch loading: Load more data for domains where the loss reduction is slow 

i: domain index

adjust domain weights after m steps

• No proxy models
• We estimated  [I] using either LLaMa-2 

checkpoints, or larger models
lref



How to decide a good domain mixture?

Sheared LLaMA: Accelerating Language Model Pre-training via Structured Pruning (2024)

We used more data in C4 and Book, and less in any other domains!



Scaling laws for domain mixture

Llama 3.1: “To determine the best data mix, we perform scaling law experiments in which we 
train several small models on a data mix and use that to predict the performance of a large 
model on that mix. We repeat this process multiple times for different data mixes to 
select a new data mix candidate. Subsequently, we train a larger model on this candidate 
data mix and evaluate the performance of that model on several key benchmarks.”

Data Mixing Laws: Optimizing Data Mixtures by Predicting Language Modeling Performance (2024)



Active research topics in pre-training

• Long-context pre-training 
• Usually in a continued pre-training stage

• We are running out of long-context data - how to mix short-context data and long-

context data effectively? How to recover performance on short-context tasks?

• The use of synthetic or semi-synthetic data in pre-training 
• Rephrasing the Web (Maini et al., 2024)

• Phi-3: “heavily filtered publicly available web data and synthetic LLM-generated data”

• Model architectures beyond Transformers (e.g., MoEs, Mamba, Jamba)

• Training objectives beyond next-token prediction (e.g., “fill in the middle”)



Questions?

• Thank you!

• Papers and models at https://www.cs.princeton.edu/~danqic/


