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Plan

• Nearest neighbor search: defs
• Filtering/re-ranking
• Improving over re-ranking

– Theoretical bounds
– Applications to text retrieval



Nearest Neighbor Search
• Given: a set P of n points in 

some space X under some 
metric d

• Goal: data structure which, 
given any query q returns p’ÎP,  
where 

   d(p’,q) ≤ minpÎP d(p,q)
• Many applications
• Text retrieval:

– P={doc1, doc2, doc3, ….}
– q = query

q



Relaxation: Theory
• Given: a set P of n points in 

some space X under some metric 
d, parameter ε>0

• Goal: data structure which, given 
any query q returns p’ÎP,  where 
   d(p’,q) ≤ (1+ε) minpÎP d(p,q)

q

“(1+ε)-approximate nearest neighbor”



Relaxation: Practice
• Given: a set P of n points in 

some space X under some metric 
d, parameter k

• Goal: data structure which 
returns as many top k nearest 
neighbors as possible
– Recall@k: the fraction of top k 

nearest neighbors returns

q

k=2

Recall@k=0.50



Nearest neighbor search - 
usage



Using nearest neighbor search: 
filtering/reranking

• d – proxy metric (less accurate, cheap to compute)
• D – ground-truth metric (more accurate, expensive)

– E.g., for our text retrieval experiments, 2-3 orders of magnitude difference between 
computation times

• Benefits:
– k’ ≪ k, so query time faster than if k’-NN was done directly on D
– Preprocessing on d, not D. So cheap to construct; also no need to update when D 

changes
• Drawbacks:

– Accuracy: Suppose that d ≤ D ≤ C d. Then cannot guarantee <c-approximation
– Efficiency: need to do a linear scan over the output of the first stage

• Can we keep benefits and ameliorate drawbacks ?

q
k-NN with d

q
k’-NN with D

q

Created using GPT-4



Results



Improving over reranking: 
theory

Informal Theorem: given a “metric” (1+ε)-approximate NN 
algorithm over d with space S(n,ε) and query time Q(n,ε), if we:
• perform preprocessing using d and 
• answer queries using D (and modify the algorithms slightly) 
then we get (1+ε)-approximation NN for D using space S(n,ε/C) 
and query time Q(n,ε/C). (recall d ≤ D ≤ C d ). 



“Metric” algorithms

Authors Space Query Time

Krauthgamer, Lee’04 2O(dim) n log Δ 2O(dim) log Δ

Krauthgamer, Lee’04 n2 2O(dim) log2 n

Har-Peled, Mendel’05 2O(dim) n log n 2O(dim)  log n

Beygelzimer, Kakade, Langford’06 n 2O(dim)  log Δ

Cole, Gottlieb’06 n 2O(dim)  log n

Indyk, Xu’23: DiskANN (slow preprocessing) 2O(dim) n log Δ 2O(dim) log2 Δ

• Work for general metrics d
• Parameterized by the doubling dimension dim 

= logarithm of the minimum number t such that any radius-2r ball can 
be covered by t radius-r balls

• Δ = ratio of max distance to min distance

→

→

Constant approximation factor; bounds up to O(.). 

HNSW, NGT, NSG, DiskANN, SSG, Kgraph, DPG, NSW, SPTAG-KDT, EFANNA ….



Improving over reranking: 
theory

Informal Theorem: Suppose we have a “metric” (1+ε)-
approximate algorithm for d, with space S(n,ε) and query time 
Q(n,ε).
Then we get (1+ε)-approximate algorithms for D using space 
S(n,ε/C) and query time Q(n,ε/C) (recall d ≤ D ≤ C d ). 
Authors Space Query Time

Beygelzimer, Kakade, Langford n (2/ε)O(dim)  log Δ

DiskANN (slow preprocessing) (2/ε)O(dim) n log Δ (2/ε)O(dim) log2 Δ

n (C/ε)O(dim)  log Δ

(C/ε)O(dim) n log Δ (C/ε)O(dim) log2 Δ



Improving over reranking: 
practice 

• Text retrieval application
• Experimented with DiskANN algorithm on 

MTEB benchmark data sets
• For several data sets, state-of-the-art 

retrieval accuracy using up 4x fewer 
evaluations of expensive D compared to 
reranking



Results – some details



Theory: intuition
Informal Theorem: given a metric (1+ε)-approximate NN 
algorithms over d with space S(n,ε) and query time 
Q(n,ε), if we:
• perform preprocessing using d and 
• answer queries using D (and modify the algorithms 

slightly) 
then we get (1+ε)-approximation NN for D using space 
S(n,ε/C) and query time Q(n,ε/C).

Main proof idea: 
• Graph-based algorithms rely (explicitly or implicitly) on  r-

nets, i.e., coverings using r-balls
• r-net constructed for d is a Cr-net for D



Practice: Text retrieval setup
• Mostly focused on DiskANN algorithm

– Modify the algo so that it also uses d when answering queries
• MTEB benchmark data sets, models from Hugging Face 

leaderboard (below)

D

d
…



Text retrieval - results



Conclusions

• Bi-metric framework for nearest neighbor 
search

• Questions:
– Theory
– Applications
– Connections


