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Density estimation
Dataset of samples from an unknown distribution
Goal: find density

Category 1 Category 2 Category 3



Several candidate distributions are given to us:

Hypothesis selection

Category 1 Category 2 Category 3

Applications: Cover method
Denoising 

Interpretability

Determines strategies 
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Hypothesis selection: learn 𝑃 in ℋ
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Hypothesis selection: learn 𝑃 in ℋ

Goal: Select &𝐻 ∈ ℋ, such that &𝐻 is close to 𝑃. | &𝐻 − 𝑃|%& ≤ 𝛼 ⋅ OPT + 𝜖

OPT ∶= distance to the closest 
distribution in ℋ
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Hypothesis selectin 

| "𝐻 − 𝑃|!" ≤ 𝛼 ⋅ OPT + 𝜖

Proper: "𝐻 ∈ ℋ

Sample complexity: 𝑠 ≔ Θ #$% &
'!

Distribution learning

| 3𝑃 − 𝑃|!" ≤ 𝜖

Arbitrary 3𝑃

Sample complexity: Θ ($)*+ ,-./
'!

Yatracos ’85, Devroye Lugosi ’96 ‘97 



2 Our results



Sample complexity
# data points

Accuracy
Dependencies on the error 
parameter

Classic goal: data efficiency 
Use as few data points as possible



Sample complexity
# data points

Accuracy
Dependencies on the error 
parameter

Memory complexity

Time complexity

New goal: understanding tradeoffs 
between resources



Our result

• Bousquet, Kane, and Moran’19 𝛼 ≥ 3 is necessary.

There exists an algorithm that solves the hypothesis selection problem that runs in
almost linear time in 𝑛, and obtains the following guarantee:

| "𝐻 − 𝑃|!" ≤ 3 ⋅ OPT + 𝜖.

Theorem





Backgrounds
Scheffe’ sets 
Minimum distance estimate
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Scheffe´ set of two distributions

𝑆(𝐻", 𝐻#)

Scheffe´ set: 𝑆(𝐻", 𝐻#) ≔ {𝑥 |𝐻"(𝑥) < 𝐻#(𝑥)}

Maximizes the discrepancy:

𝐻# 𝑆 𝐻", 𝐻# −𝐻" 𝑆 𝐻", 𝐻# {𝑥 |𝐻"(𝑥) < 𝐻#(𝑥)}

= max
$

𝐻" 𝐴 − 𝐻# 𝐴

=:		𝑇𝑉 𝐻", 𝐻#

=
1
2𝐿" 𝐻", 𝐻#



Semi-distances: a proxy for distance to 𝑷

𝐻(
𝐻'

•
•

• 𝑃•
𝑇𝑉 𝐻%, 𝑃 ≔ max

$
𝐻% 𝐴 − 𝑃 𝐴

≥ 𝐻% 𝑆 𝐻& , 𝐻% − 𝑃 𝑆 𝐻& , 𝐻%

Observation: if |H'∗ − P| = OPT, then

𝑇𝑉 𝐻%, 𝑃 ≤ 2 OPT + 𝑤&∗(𝐻%)

Find 𝐻% such that    𝑤&∗ 𝐻% ≤ OPT ⇒ TV 𝐻%, 𝑃 ≤ 3 OPT

• •
𝑤&(𝐻%) ≔

𝑤"(𝐻#)𝑤"∗(𝐻#)



Minimum distance estimate (MDE)
[Devroye, Lugosi 01]

𝐻(
𝐻'

•
•

• 𝑃•
Goal: Find 𝐻% such that   𝑇𝑉 𝐻%, 𝑃 ≤ 3 OPT

Output: 𝐻% with minimum 𝑊 𝐻% ≔ max
&
𝑤& 𝐻%

Proof: We show  𝑤&∗ 𝐻% ≤ OPT

𝑤&∗ 𝐻% ≤ 𝑊 𝐻% ≤ 𝑊 𝐻&∗ ≤ 𝑇𝑉 𝐻&∗ , 𝑃 = OPT

Sample complexity: s = 𝑂 ()* +
,$

Time complexity: 𝑂 𝑛# ⋅ 𝑠

• •
𝑤"(𝐻#)

+ 𝜖

Score of 𝐻%



Our algorithm
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The beauty of good enough

𝐻(
𝐻'

•
•

• 𝑃•
• Not enough time to compute 𝑊 𝐻% ≔ max

&
𝑤& 𝐻%

• current scores K𝑊 𝐻% ≔ max
-)./ &%0

𝑤& 𝐻% , 

• Initially all zero

• Update 𝐻% via 𝐻&: 

K𝑊 𝐻% ← max 𝑤& 𝐻% , K𝑊 𝐻%

• Output: 𝐻% with small K𝑊 𝐻%

• •
𝑤"(𝐻#)



Bucketing

• L = Θ "
,

buckets 

• 𝐻% belongs to Bℓ iff K𝑊 𝐻% ∈ (ℓ−1) ϵ, ℓ𝜖

0 𝜖 2𝜖 3𝜖 1

𝐻%

K𝑊 𝐻%



Bucketing

• L = Θ "
,

buckets 

• 𝐻% belongs to Bℓ iff K𝑊 𝐻% ∈ (ℓ−1) ϵ, ℓ𝜖

0 𝜖 2𝜖 3𝜖 1

𝐻%

K𝑊 𝐻%

Update via 𝐻&

K𝑊 𝐻% ← max 𝑤& 𝐻% , K𝑊 𝐻%

𝐻&
update

𝑤" 𝐻#

Good             cause substantial updates:

Moves many            ‘s out of their buckets.

𝐻&

𝐻%



Algorithm

For ℓ = 1, 2,… , 𝐿

For i = 1, 2, … , 𝑛

Check if           can cause substantial updates in 𝐵ℓ
If yes, performs all updates by 

If no substantial update found, and 𝐵ℓ is not empty yet

output a random hypothesis in 𝐵ℓ and halt

0 𝜖 2𝜖 3𝜖 1

𝐻%& 𝐻%$ 𝐻%'
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Time complexity

For ℓ = 1, 2,… , 𝐿

For i = 1, 2, … , 𝑛

Check if           can cause substantial updates in 𝐵ℓ
If yes, performs all updates by 

If no substantial update found, and 𝐵ℓ is not empty yet

output a random hypothesis in 𝐵ℓ and halt

𝐻"

𝐻"

KΘ 1
W𝜃 (𝑛)

Time: Θ 𝑛 ⋅ 𝐿 ⋅ 𝑠 = Θ(𝑛 ⋅ 𝑠/𝜖)



Why it works

When we get stuck,           could not substantially update the bucket

Most          in the bucket are good! 

0 𝜖 (ℓ − 1) 𝜖 ℓ𝜖 1

𝐻%& 𝐻%$ 𝐻%'

𝐻#

𝐻"∗

𝐻"!No good         found.

Proof: We show  𝑤&∗ 𝐻% ≤ OPT + 2𝜖

ℓ − 1 𝜖 ≤ K𝑊 𝐻&∗ ≤ 𝑇𝑉 𝐻&∗ , 𝑃 = OPT

For constant fraction of         ‘s 𝑤&∗ 𝐻% ≤ K𝑊 𝐻% + 𝜖 ≤ ℓ𝜖 + 𝜖𝐻#
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