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Limitations of Existing Technologies

Most of the world’s data is stored on
magnetic and optical media
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DNA as Storage Medium

DNA is extremely durable - can still recover DNA from

mammoths, Neanderthals, and 700,000 old horses! 2‘.“3.{.‘.(";",.3'.‘.8;”‘“
16 @ 2072 DA Siorags Proof of Concept bbb

of 5.5 Petabits/mm?

DNA is dense g
. 3 EO . Xe Positioning
* Tape: 10-100 GB/mm 3 "y e
d DNA: 109 GB / m m3 'g 10 FIaShMem;;:ne“cTape Bisk
DNA write (synthesis) and read :, [Amm
(sequencing) costs are decreasing daily .

Log,, bits encoded in production or demo

Can one store user information in DNA?
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DNA as Storage Medium

Richard Feynman first proposed the use of macromolecules for
storage “There is plenty of room at the bottom"

Church et al. (Science, 2012) and Goldman et al. (Nature, 2013)
stored 643, 739 KB of data in synthetic DNA, resp.
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DNA as Storage Medium

Richard Feynman first proposed the use of macromolecules for storage “There is plenty of room at the bottom"
Church et al. (Science, 2012) and Goldman et al. (Nature, 2013) stored 643, 739 KB in synthetic DNA, resp.
Grass et al.: 2015, 81KB

Yazdi et al.: 2015, random access, rewritable DNA storage system

Bornholt et al.: 2016, 42KB

Blawat et al.: 2016, 22MB

Helixworks: 2016, first commercially available DNA storage medium

Erlich & Zielinski: 2017, 2.11 MB

Organick et al.: 2017, 200MB

Yazdi et al.: 2017, portable and error-free DNA data storage

Takahashi et al.: 2019, end-to-end automation of DNA data storage

Tabatabaei et al.: 2019, DNA punch card

Anavy et al.: 2019, DNA using composite letters

DNA Catalog: 2019, the first to store 16GB of data

Iridia: 2019, complete DNA storage system on a chip

Chandak et al.: 2019, codes for DNA storage using LDPC codes

Lee et al.: 2019, DNA storage using enzymatic synthesis

Antkowiak et al.: 2020, DNA storage using photolithographic synthesis

Roquet et al.: 2021, DNA storage via combinatorial assembly

Preuss et al.: 2021, combinatorial synthesis of DNA shortmers

Maes et al.: 2022, DNA Drive using long double stranded replicative DNA molecules
Yan et al.: 2023, combinatorial synthesis with enzymatically-ligated composite motifs



FOUNDERS

Twist Bioscience, lllumina and Western i
Digital Form Alliance with Microsoft to
Advance Data Storage in DNA esults = S
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CATALOG- Enterprise storage
$35M raised- DNA Archiving

Catalog’s technology relies on a device
that feeds blank webbing at 16 meters
per minute into a modified inkjet
printer that deposits drops of
synthetic DNA on the web.

That webbing is then moved to an
incubation chamber to represent the
data, which is then written to a flask of
DNA.

Reading the data can be done with a
DNA sequencet.




Iridia- Chip scale
storage- $24M Raised

..0
IRIDIA

Integrated, High Precision & Distributed Writing, Reading and
Storage of DNA on Chip

On Chip “Writing” of DNA

No moving parts

No microfluidics

Longer DNA strands

No toxic waste (enzyme catalyzed)

Higher quality DNA (in process QC)
Less expensive (single molecule)

Leverages existing semiconductor
manufacturing infrastructure

Massively parallel processing

>

On Chip Storage of DNA

Unparalleled data density
Unparalleled data durability
Ultra-low power consumption &

..
o

6IRIDIA

On Chip “Reading” of DNA

No PCR required
No sample prep required
Don’t need to "assemble’ sequences

Faster

"Zero” read costs
Long reads

Leverages existing semiconductor
manufacturing infrastructure

Massively parallel processing
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: Cache DNA




DNA Data Storage: Global Markets
and Technologies

 BBC Research Report

* The global market for DNA data storage should grow from $36.4 million in 2020 to $525.3 million by
2025 with a compound annual growth rate (CAGR) of 70.6% for the period of 2020-2025.

* North American DNA data storage market should grow from $29.1 million in 2020 to $340.1 million
by 2025 with a compound annual growth rate (CAGR) of 63.5% for the period of 2020-2025.

* European DNA data storage market should grow from $4.4 million in 2020 to $95.7 million by 2025
with a compound annual growth rate (CAGR) of 85.1% for the period of 2020-2025.

* Brandessence Market Research Report
* At 65.8% CAGR, DNA Data Storage Market Size is Expected to Reach USD 1926.7 Million by 2028

10



Synthesis and Sequencing Costs

* Synthesis

* Twist/Agilent

* 100,000 200-base strands cost
~ $20K (1MB = $4.2K)

* Sequencing
* Technion Genome Center: lllumina Hiseq
* 52500 for 200M strands

* Oxford Nanopore Technologies MinlON sequencer
* $1000 for a single run (flow cell) to read 101° bases = 50M strands

orecast (2019-2030)

rrrrrrrrr
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DNA as Storage Medium
Goal: Build a fully operational, cost-efficient,
real-time, DNA-based storage system

Important challenges:
Cost of synthesis and sequencing
Lack of appropriate coding solutions

12



DNA Intro

 DNA consists of 4 bases, aka nucleotides:
Adenine Cytosine Guanine

Thymine@

* DNA strand, aka oligonucleotide, is a string of the nucleotides

00000000000

* Convert a binary sequence into a quaternary sequence

‘ OO ‘ O 1 ‘ 1 O @ - 1 1 DNA Structure

* 00.01.11.00.10.01.01.11.00.00.01.10

0—0—@-‘-‘-‘-‘-@-‘-‘-‘-‘

* However...
e Strands are limited in their size (~200 bases)
» Strands are not ordered (a soup with many strands)




How to Write Data into DNA?

* DNA Synthesis: artificially generating DNA User Binary Data
stran d S Decodin 001110101010001010010011 ncoding

e Strands are generated by appending one base DNA Strands DNA Strands
at a ti me GGGGGGGGGGGGGGGGGG /C-\TC-_EFC;:I' CTGAGATGCAGTGAGTGCAGCTT
* Typical lengths are ~200 bases
. . . DNA DNA
(due to technology limitations) Sequencer Synthesizer

* Each strand has thousands copies

NN S
0000000000080 s
* DNA Sequencing: reading DNA strands torageContane

* Generating many reads of each strand

* Less expensive and faster than synthesis (per
base)

14



How to Write Data into DNA?

* Parse the file to strings of bits

* Each string is converted to a DNA
strand with index and primer

Pri.mer Adcllress Primer

f \[ 1 ‘_._\
ACTGG.AAAA.ACTGGTAATATATAATGTCCGTGCGTA.TGCAA

ACTGG.AAAC.ACGTGGTCAAGTACGTTGACGTACTC.TGCAA
ACTGG.AAAG.ACGTACGTGTGCGAACATGACCAGTG.TGCAA
ACTGG.AAAT.AAGGTTGTGTCCCAGATGACGTGATG.TGCAA
ACTGG.AACA.TGCATGCAAGTGTCAGATGCGTAATG.TGCAA
ACTGG.AACCTTTGGTGAACATGCAGTGATGAACTG.TGCAA
ACTGG.AACG.AAGTACCAGTGATCTATGCGTGACGT.TGCAA
ACTGG.AACT.AGTGTACGTGCTGCTAAGTACGTGTC.TGCAA

- =

Storage
Container

User Binary Data
100011000101001011110101

DeCOd|n 101110011001010111110100 nCOdlng

001110101010001010010011

CTGAGATGCAGTGAGTGCAGCTT

CTGAGATGTAGTGCGTGCAGCTT
TCGTGCAGTGATGTCGTGCATGC

TCGTGCAGTGATGTCGTGCTTGC

DNA Strands DNA Strands
ACTGAGTCAGTGACGTGCATGCA ACTGGGTCAGTGACGTGCATGCA

DNA
Synthesizer

Sequencer

2538

[Storage Container ]

15



User Binary Data
100011000101001011110101

d 1 101110011001010111110100
DeCO In 001110101010001010010011

DNA Storage Channel Model

DNA Strands DNA Strands
ACTGAGTCAGTGACGTGCATGCA ACTGGGTCAGTGACGTGCATGCA
CTGAGATGTAGTGCGTGCAGCTT CTGAGATGCAGTGAGTGCAGCTT
TCGTGCAGTGATGTCGTGCTTGC TCGTGCAGTGATGTCGTGCATGC

r

DNA DNA
Sequencer Synthesizer

\@;?5

Storage Container ]

Primer Address Primer

—t—
ACTGG.AAAA.ACTGGTAATATATAATGTCCGTGCGTA.TGCAA
ACTGG.AAAC.ACGTGGTCAAGTACGTTGACGTACTC.TGCAA
ACTGG.AAAG.ACGTACGTGTGCGAACATGACCAGTG.TGCAA
ACTGG.AAAT.AAGGTTGTGTCCCAGATGACGTGATG.TGCAA
ACTGG.AACATGCATGCAAGTGTCAGATGCGTAATG.TGCAA
ACTGG.AACCTTTGGTGAACATGCAGTGATGAACTG.TGCAA
ACTGG.AACG.AAGTACCAGTGATCTATGCGTGACGT.TGCAA
ACTGG.AACT.AGTGTACGTGCTGCTAAGTACGTGTC.TGCAA

= =

Storage
Container

16




User Binary Data
100011000101001011110101

101110011001010111110100 nCOd | ng

001110101010001010010011

Decoding

DNA Storage Channel Model

DNA Strands DNA Strands
ACTGAGTCAGTGACGTGCATGCA ACTGGGTCAGTGACGTGCATGCA
CTGAGATGTAGTGCGTGCAGCTT CTGAGATGCAGTGAGTGCAGCTT
TCGTGCAGTGATGTCGTGCTTGC TCGTGCAGTGATGTCGTGCATGC

'

DNA DNA
Sequencer Synthesizer

@0 @ ( \ %\ /\
i " .
. @ 6\ [Storage Contalner]

ACTGG.AAAA.ACTGGTAATATATAATGTCCGTGCGTA.TGCAA
ACTGG.AAAC.ACGTGGTCAAGTACGTTGACGTACTC.TGCAA
ACTGG.AAAG.ACGTACGTGTGCGAACATGACCAGTG.TGCAA
ACTGG.AAAT.AAGGTTGTGTCCCAGATGACGTGATG.TGCAA
ACTGG.AACATGCATGCAAGTGTCAGATGCGTAATG.TGCAA
ACTGG.AACCTTTGGTGAACATGCAGTGATGAACTG.TGCAA
o ACTGG.AACG.AAGTACCAGTGATCTATGCGTGACGT.TGCAA
oo [ Soc ACTGG.AACT.AGTGTACGTGCTGCTAAGTACGTGTC.TGCAA

YOS YO =

,@ s

°
17




Errors in DNA

* Both synthesis and sequencing can cause errors

ORCA0a08 2CRCA0ROR0RC,

Deletions

ORCR008 ACR0R0R 08

Insertions

0000000000600

Substitutions

00000000000

18



Error rate

Error rate

109

=
o
L

=
o
o

=
9
w

=
S
A

1072

1073

Error Characterization

Organick et al., 22MB

Sub.

—— Substitution
—— Insertion
—— 1-Base Deletion
—— Long Deletion
—— Total Deletion

1

Ins.

1-Base Del. Long Del.

Error type

Del.

0
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140

100
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©
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\ -l‘%' 10—3

Error rate

1074

Erlich & Zielinski, 2.11 MB

Sub.

Ins.

1-Base Del. Long Del.
Error type

Del.

DN e e

/\/VI\M\/\NANV\/\/\,\/\\W — Substitution

—— Insertion

—— 1-Base Deletion
—— Long Deletion
—— Total Deletion

0 20
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Error rate

Error rate
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o
b

0 20

Grass et al., 81KB

Sub.

Ins. Del.

1-Base Del. Long Del.
Error type

—— Substitution
—— Insertion

—— 1-Base Deletion
—— Long Deletion
—— Total Deletion

vV E

40 60

Position
19

80 100



User Binary Data

100011000101001011110101

DeCOd|n 101110011001010111110100 nCOding

001110101010001010010011

Coding Problems

[ DNA Strands J [ DNA Strands J
* Main goals of coding for DNA-storage
* Clustering algorithms [ DNA } [ DNA }
Clustering specifically for the errors in DNA >equencer Synthesizer

* Reconstruction of sequences \ %\)S?é

Reconstruction of different sequences together

* Constrained codes [StorageContainer]
Avoiding the specific bad patterns in DNA such as long
homopolymers and GC content

» Codes correcting insertions/deletions
Codes correcting combinations of deletions, insertions, and
substitutions

20



How to Sequence DNA Strands?

lllumina Nanopore

attach adapters to
create sequencing library ¢

cluster generation by
solid phase PCR
(bridge amplification)

Current (pA)
[o9]
(&)

TGAAA GCTAACA AA TGAT G
0 10 20 30 40
Time (ms)

o))
(6]

Array of microscaffolds

sequencing by synthesis with reversible terminators Sensor chip
i v
i /ASIC MinlON
> 2 ] F o .
0 0 Flow cell
@ i =
Q 9
(G (G 1 A
€] (c }

21




The Coverage Depth Problem

* Assumptions:

* The file is encoded into n strands, each has
millions of copies

* During sequencing, the strands are randomly
read until the file is decoded

* The problem: Find the expected number of
reads and the probability to decode the file

* The answer depends upon:
* The code
* The noise model
* The reading distribution of the strands




The Coupon’s Collector Problem

* First studied by Feller in 1967

e R
* The problem: If each box of cereal contains one out of n coupons, how O
many cereal boxes one should expect to buy to collect all n coupons? D :

before hawving drawn each coupon ot least once?

080800803a - There are

n different coupons

How many coupons do you expect you need to draw with replacement D O D
\_ J

e Solution:

* T: #draws, t;: time to collect the i-th new coupon
¢ T=t1+t2+t3++tn

. —i+1 .1
* Each t; has geometric dist. w/ succ. prob. p; = 2= and expectation — = =
n i n—i+1

n. on n 1 1 1,1
. E[T] = E[tl] +E[t2] + '°'+E[tn] = ;4‘1;4' "°+I= TL(;-FE-F +E+I)
= nH,, = nlog(n) + yn + 0.5 + 0(5), vy = 0.57 the Euler-Mascheroni const. 23



The Dixie Cup Problem/The Urn Problem

AfR
* First studied by Newman in 1960 nere are erent ums

» The problem: Given n urns, what is the m ﬂ D( J ( } [ ]U D

expectation of the number of thrown balls
in order to have at least t balls in each urn?

Identical balls are thrown into the ums and in each round one ball is thrown into one of the ums romolomly.
How many balls do you expect you need to trow into the ums, with repla\ceme_n‘t,
before having all the ums not e,mp‘ty?

e Other extensions:

- /\O
* Itis sufficient to have only k out of the n urns, @ ﬂ [ } @ [ J { ]@ @
each with at least ¢ balls o7l o 0 O o

e Different distributions to throw balls to the urns

24



The Dixie Cup Problem/The Urn Problem

* First studied by Newman in 1960

* The problem: Given n urns, what is the expectation of
the number of thrown balls in order to have at least t

balls in each urn? @ { J {8% EJO

* Known results:
e k=n,t =1:nH, = nlog(n) + yn + 0.5 + 0(%)
e k<n,t=1.n(H,—H,_;) = nlog (nnTk)
ck=nt>1: nlogn+n(t—1)loglogn—l—nCt—l—o(n)
ck<nt>1 Z / [(ee (o) tu (@ —errpao)eao eu(x) = Xisg %

25



The Coverage Depth Problem

k information strands are encoded into n strands using an (n, k) code C

o T e e e o - - — — — — — — — — — — — — /—___—__—_____—_—_—_

\ n encoded strands
|

| encode usi ng

|

I
|
HEE - @ FEEEE -

__—_——_____________/

k inPormation strands

\
|
[
|
|

/

__—________———___——’

Main goal: Study the required sample size M to guarantee successful decoding of U

vf(C’) - r.v. of the number of samples for successful decoding of U
vf(n, k) - when C is an MDS code

If p is the uniform distribution, it is removed from the notation

26



The Coverage Depth Problem

Problem 1 - The MDS coverage depth problem

For any k, n, find: @.“"”“.t“ ““""‘. o aa"‘;”"‘ .
. The expectation value E[v,(n, k)] a

‘ The probability distribution of v;(n, k), i.e., for any m € N find
" thevalue P[v.(n, k) > m]

Problem 2 - The coding coverage depth problem
For any k, n, find:

. Given n, p, find an (n, k) code C that minimizes E|v; P)]

The minimum value of IE[vt (C)] over all possible C, p.
That is, the value M°Pt(k) = lirginf{IE[vf (C)]} 27
D



T - - ——— - - ———— — - —— -

k inPormation strands encoded strands

98 - BEHES - B
The Coverage Depth Probq .. ““““““““““

The Noiseless Channel (t = 1)

* The uncoded case: There are n strands, and all of them should be sampled
Solution: Coupon collector’s problem: E[v;(n,n)| = nlog(n) + yn + 0(1)

E[v,(n, k)] = nlog (ﬁ) = —log( ) E[vi(n, k)| = / 5>

q=0

* The coded case: k of the n strands should be sampled (
> H )

|I| q

28



T - - ——— - - ———— — - ——

98 - BEHES - B
The Coverage Depth Probq .. ““““““““““

The Noiseless Channel (t = 1)

* The uncoded case: E|v;(n,n)] = nlog(n) + yn + 0(1)
* The coded case: E|v,(n, k)] = nlog( ) E[vf(n k)] / 5> (Z Hlep“’w) dv

q=0 | IC
1]

* Claim: Foralln = k, E|v,(n, k)] = E[v;(n+ 1, k)]
» Claim: If C is not an MDS code, then E[v} (n, k)| < E[v} (C)]

* Theorem: For any p, IE[vf(n, k) = E[v;(n, k)] ~ nlog (_)

k
* Theorem: liminf{E[v:(n, k)] :n € N} = {l;log( e) gtherwii(l)

29



The MDS Coverage Depth Problem
The Noisy Channel (t > 1)

Assumptions:
< Cisan [n, k] MDS code and p is the uniform distribution

< Each strand X; can be retrieved given t > 1 samples

‘O Z/ et 1(piv)+u (e’ —er—1(piv)))e” “dv

Lemma: Foranyeandns.t.n > ebt2' /€ > 16 , it holds
Plviink) <r(n,k,t) | =1 —¢

) + ntloglogn + 2nlog(t + 1)

n
r(n, k,t) = nlog (n 77

Lemma: Forany c > 0, it holds: P [vt(n, k) < nlog(

n—k+1

nfk)—nC]Se_c(

n:— k

)



The MDS Coverage Depth Problem
The Noisy Channel (t > 1)

Assumptions:
< Cisan [n, k] MDS code and p is the uniform distribution

< Each strand X; can be retrieved given t > 1 samples

'<> Z/ et 1(piv)+u (e’ —er—1(piv)))e” “dv

Theorem: For any € and n large enough, it holds

log (ﬁ) + fo(n,R) < E [Vt(Z’k)] < (log( —1}?> + tloglogn + 2log(t + 1)) (1 + 2¢)

where fo(n, R) = 5:(1 — =5) — 22511 siée (1 7 m) =95
and By, is the h-th Bernoulll number.

31



The Random Access Problem

k information strands are encoded into n strands using some (n, k) code C

/—_____——__—________

k inPormation strands n encoded strands
encode using =

(
|
GEE - @S TEEE -

___________—__—____/ ——_________________/

\ \
I |
| |
| |
I I

’_____—————___

I=9 3 122 R

BE8

We consider the singleton case, i.e., [I| = 1

32
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k inPormation strands encoded strands

3; :
@ '

___________________/

_________________/

Problem 3 - The singleton coverage depth problem
*C-an (n, k) code
* 7;(C) - r.v. for the number of samples to recover the i-th info. strand

Find the expectation value E[7;(C)] and the probability distribution
Plt;(C) > r] foranyr € N

Find the maximal expected number of samples to retrieve an

information strand

Tmax £ maxE[z;(C)]

33
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k inPormation strands encoded strands

:eoo(e ng :
@ ““"’“HB .'

i I e ————

___________.______/

Solve Problem 3 in case n = k and no coding is used

Lemma: Forn = 1and 1 < i < n, the following hold
Elt;] =nand T, =n

For any r e N we have that P[r; > r] = (1 _%)’” and P, = 1] = % (1 _1)7‘—1

34



T - - ——— - - ———— — - ——

k information strands n encoded strands

neoer,Sg :
@ “‘*’“"”@B l'

i I e ————

_________________/

Solve Problem 3 in case n = k and no coding is used

Lemma: Forn = 1and 1 < i < n, the following hold
Elt;] =nand T, =n

For any r e N we have that P[r; > r] = (1 _%)’” and P, = 1] = % (1 _1)7‘—1

Proof:

@ T; has geometric distribution with success probability p = —. Hence,
n

_ 1 = -1
Thhax = 122;((IE[T1] p

- Nn

35



T - - ——— - - ———— — - ——

___________________/

_________________/

Definition: A set | C [n] is a retrieval set of the i-th information strand, u;, if it is
possible to decode u; from the encoded strands whose indices belong to

D(i) - The set of all retrieval sets of u;
D(i) - The set of all minimal retrieval sets of u; (with respect to inclusion)

Example: For the [k + 1, k] simple parity code:

UU U@ﬂ

e e o e e e e e = — = = = - = = = = — ——

’/
___________________________ 36



T - - ——— - - ———— — - ——

k information strands n encoded strands

uecwbs,sg,A :
@ ““’“‘”B@ .'

i I e ————

_________________/

Solve Problem 3incasen = k

Claim: For any (n = k, k) code C it holds that TS .y = Tinax = N.
In particular, if p; is the size of the smallest retrieval set of u;, then

E[z;,(C)] = nH,,

Ve nH,, where p = max p;
i

Observation: Since n = k, given any set of strands {x;:i € J} we can recover
at most |/| information strands

37



k inPormation strands encoded strands

3; :
@ “”M: '

___________________/

_—_— e, e e —— - ________/

Theorem: For any (n, k) code C, if D(i) = {4, B} for two disjoint retrieval sets
ANB =, then IE[TL(C)] =n: (H|A| + H|B| ~ H|A|+|B|)

Corollary 1: For any (n, k) code C, if D(i) = {44, ..., A, } for mutually disjoint

retrieval sets, then,
/4 Ss+1
E[r;(C)] =n- : :( 1) : : H|A11|+ +|A4j]

1)1 < <JssV

Corollary 2: For the [n = k + 1, k] simple parity code:
For any i, Ttgax =E[t;(C)]=(k+1)-(Hy + H, —Hyyq) =k
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Question: Is it possible to have TS ., < k?

* The identity code achieves T, = E[7;(C)] =
* The simple parity code achieves T ., = E[r;(C)] =

S

* A non-systematic [n, k] MDS code achieves T, = nlog (E) >k
* What about systematic MDS codes...?

* Theorem: For any (n, k) MDS code C, k > n, it holds T&., = E[1;(C)] = k
* Lemma: For the Hamming code C, it holds T ., = E[t; ((3)] =k

* Lemma: For the Simplex code C, it holds T¢ ., = E[r;(C)] =

» Lemma: For the Product code C, it holds TS ., = E[t;(C)] =
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The Random Access Problem

k information strands are encoded into n strands using some (n, k) code C

/._________________.__

with a parity check matrix G ------ o e - ercoded Soravdls

[
I ‘ | encode usng\
N

_________.__________/

— .- - -

_____________.______./

The user wishes to retrieve one of the k information strands

Problem 3’ - The singleton coverage depth problem
* C-an (n, k) code with a parity check matrix G
* 7;(G) - r.v. for the number of column samples from G to decode
the i-th unit vector e;
* Find the maximal expected number of samples to retrieve any unit vectors

Tmax = max E[z;(G)]
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Problem 3’ - The singleton coverage depth problem
* C-an (n, k) code with a parity check matrix G

* 7;(G) - r.v. for the number of column samples from G to decode
the i-th unit vector e;

* Find the maximal expected number of samples to retrieve any unit vector

Tmax = max E[z;(G)]

Example:

* C: (xq1,%5) = (X1, %X9,X1, X9, X1 + X3) G — ((1) (1) (1) (1) D
e E[7,(G)] = E|7,(G)] = 1917 < 2
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* Theorem: Given a parity check matrix G of a code C,

let a;(s) = |{S S [n] : |S| =s,¢; € (gj:j e S)}.

Then, E[z;(G)] = nH, — Y- 11(‘,?“3)

* Example:

* C: (xl'xZ) - (x11x2lx1rx2'x1 + xZ) G — 1
e E[7,(G)] = E[1,(G)] = 1917 < 2 —\0

0
1

E[Tl(G)] — 5H5 —
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* Theorem: Given a parity check matrix G of a code C,

let a;(s) = |{S S [n] : |S| =s,¢; € (gj:j e S)}.

Then, E[z;(G)] = nH, — Y- 11(‘,?“3)

* Example: Assume C is an MDS code with a systematic generator matrix G.

o )G ifselk—1]
WEYM T ek
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The Average Expectation

* 7;(G) - rv. counting the number of drawn columns of G until the ith

column of G is recovered. 1 01 0 1
~ ¢ = (0 1 0 1 1)
e Theorem: }.I* , E[%;(G)] = kn.
* A code C is called recovery balanced if E[T,(G)] = --- = E[T,(G)].

 Corollary: If G is a systematic generator matrix of a recovery balanced
code C, then E[#;(G)] = k fori € [n] and T ., = k.

* For a systematic MDS code C with systematic generator matrix G, it
holds E[%;(G)] = k for i € [n] and T, = k.

44



Breaking the Balance of MIDS Codes

* Theorem: Let G = (I} |R) be a systematic generator matrix of an MDS code.
Forx > 1,let G* = (I, ]| - |I,|R) (x copies of the identity matrix). Then,
N—1 (N T N—1k—1 2

Tmax(Gx):1+z_: (N 1 S‘S: N 1

skaO S

) (%‘f?)-

=—()

* Example:
* C: (x1,%x3) = (x4, X5, %1, X0, X1 + X3) 1 01 0 1
G —
+ E[7,(0)] = E[1,(6)] = 1.917 < 2 01 0 1 1
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Breaking the Balance of MDS Codes

1 A\

0.98 |

—eo—rate = 1/2
—o—rate = 1/3
—o—mrate = 1/4
—o—rate = 1/5
—e—vate = 1/10

——o—-rate = 1/20

0.95 "
0.93 5 . il -
0.9 el |
0.88 B YT ‘&e_o_e—o—e-o—e--e—o—-e—o—e—o—ej
0.87 ‘ | | | | |
1 10 15 20 25 30 39 40
Values of x

46



T - - ——— - - ———— — - —— — - -

k inPormation strands n encoded strands
Qoo(e_ usi g

966 - BSTEEE - B

___________________/

— e e e e e e = = — ==

Question: Is it possible to have TS ., < k?

Example Minimal retrieval
sets of u, @\
Informationword 7 >_____ \
Uy 1 +
& o}
Codeword

4HHEMBE8EH (s 9

______

[E[n((,’)] i % ~ 3.838.}
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* Theorem: There exists an (n, 2) code C s.t. T, = 1.83 = 0.914 - 2.
There exists an (n, 3) code C s.t. T, = 2.67 = 0.89 - 3.

* For an (n, k) code C, CY is the (yn, yk) code consisting of y copies of C.

e Theorem: TS, = yTE.,,

» Corollary: There exists an (yn, 2y) code C s.t. TS ., = 0.914 - 2y.
There exists an (yn, 3y) code C s.t. T, = 0.89 - 3y.
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Lower Bounds

Theorem: For any (n, k) code C, it holds: TS,y =

Theorem: For any (n, k) code C, it holds: TS, =

~==Lemma 3 (k=10) = Lemma 3 (k=100) = Lemma 3 (k=10,000) Corollary 6
1
- 09
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e
© 0.8
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Z06
0.5 =
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k+1
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DNAstorage/44

Flash Drive (Solid State)

DNA m 200 Petabytes/gram (200 million Gigabytes)

2 4 6 8 10 12 14 16
Bits/Volume (Log-scale)

* The DNA storage channel

* The coverage depth problem

* The random access problem

* Many interesting open problems... [St;}'agecon‘t;i}ler]
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Coding Theory and Algorithms for
DNA-based Data Storage

The workshop will focus on coding theory and algorithms for DNA-based data storage.
It will consist of invited and contributed talks, as well as poster presentations, from
researchers and experts. The workshop is organized as a satellite workshop of the 2024
IEEE International Symposium on Information Theory (ISIT2024).

* Jointly organized with Dave Landsman from the DNA Data Storage Alliance.
* Contribution deadline: April 15, 2024.

* Designed to foster collaboration.
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