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Something I like about proof complexity: gives a way of 
measuring the complexity of individual instances of SAT
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Something I like about proof complexity: gives a way of 
measuring the complexity of individual instances of SAT

Unsaid: but actually, coming from computational/circuit 
complexity, I had a really hard time understanding and 
getting into proof complexity!

Proof Complexity



Too finicky about proofs:

What do you mean the Pigeonhole Principle and the Onto-
Pigeonhole Principle aren’t just obviously equivalent?

Why should it matter whether I encode the pigeonhole 
principle using ∑! 𝑥"! ≥ 1 or ∏! 𝑥"! − 1 = 0? It’s the same 

principle!

Why I Find
Proof Complexity Too Hard



Too syntactic: 

“AC0-Frege”? Where every line is an AC0 formula? 
But as a function, every line is just “1”.

Why I Find
Proof Complexity Too Hard

¬𝑥 ∨ 𝑥 ∧ ¬𝑦 ∨ 𝑦
¬y ∨ 𝑦
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2012-2014: I did a postdoc at U. Toronto.

Enter Toni
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2012-2014: I did a postdoc at U. Toronto.

Technically under Allan Borodin. But Toni met with me 
(almost) every week, often for 2 hours
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2012-2014: I did a postdoc at U. Toronto.

Technically under Allan Borodin. But Toni met with me 
(almost) every week, often for 2 hours

She tricked me! “Let’s just talk; you teach me something 
about algebraic circuits, I’ll teach you something about 
proof complexity, and we’ll see if we can come up with 
something to work on”

Enter Toni



Bounded depth Frege = Frege where there’s a constant d 
s.t. proofs only ever uses the cut rule on formulas of 
depth d.

Similarly for C-Frege for any syntactically-defined circuit 
class C.

Okay, that made some sense to me!

A Very Toni View
On Frege Systems



Lines are of the form “f=0” (f a polynomial)

Various complexity measures:
- Max degree per line
- Total number of monomials
- Number of lines

Coming from algebraic circuit complexity: how to prove a lower 
bound on this? What polynomial even to prove bounds on 
(every proof has lots of lines)? It looks like a mess!

Algebraic Proof Complexity



Input: An unsatisfiable system of polynomial equations 
𝐹# 𝑥⃗ = 𝐹$ 𝑥⃗ = ⋯ = 𝐹% 𝑥⃗ = 0

Hilbert’s Nullstellensatz: 𝐹# = 𝐹$ = ⋯ = 𝐹% = 0 has no 
solutions if and only if  there are polynomials 𝐺#, … , 𝐺% such 
that 

𝐹#𝐺# + 𝐹$𝐺$ +⋯+ 𝐹%𝐺% = 1.

Introduce new place-holder variables 𝑦#, … , 𝑦%, get a new 
polynomial

𝐶 𝑦#, … , 𝑦%, 𝑥⃗ = 𝑦#𝐺# 𝑥⃗ + ⋯+ 𝑦%𝐺%(𝑥⃗)

The Ideal Proof System [P96, P98, GP14]

https://doi.org/10.1090/dimacs/031/07
https://www.math.uni-bielefeld.de/documenta/xvol-icm/14/Pitassi.MAN.html
https://doi.org/10.1145/3230742


Definition [GP14]: 𝐶(𝑦⃗, 𝑥⃗) is an IPS certificate if

1. 𝐶 𝐹 𝑥⃗ , 𝑥⃗ = 1

2. 𝐶 𝑦⃗, 𝑥⃗ ∈ 𝑦!, … , 𝑦" (ideal in 𝐹[𝑦!, … , 𝑦" , 𝑥!, … , 𝑥#])

Definition: The IPS complexity of an unsatisfiable system of 
equations is the optimum function complexity of any certificate. 

E.g. algebraic circuit size, formula size, VNP, …

Default: algebraic circuit size (no degree bound!)

The Ideal Proof System [P96, P98, GP14]

https://doi.org/10.1145/3230742
https://doi.org/10.1090/dimacs/031/07
https://www.math.uni-bielefeld.de/documenta/xvol-icm/14/Pitassi.MAN.html
https://doi.org/10.1145/3230742


July 2013: earliest email I could find with a draft of our Ideal 
Proof System paper

Feb 19, 2014: Gave a talk at Rutgers on it. Called “our 
algebraic proof system” at the time, listed “find a better 
name” as the most important open question.

Eric Allender:
(1) Suggests the name “Ideal Proof System” (thanks Eric!)
(2) Asks if “PIT is EF-provably easy, then does EF p-

simulate IPS?” Turns out yes!
April 2, 2014 4:29pm: submitted to FOCS

Our First Work Together
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[Forbes-Shpilka-Tzameret-Wigderson ’16]: Lower bounds 
on C-IPS for small circuit classes C, by “powering up” 
algebraic circuit lower bounds

[Li-Tzameret-Wang ‘15]: Characterize ordinary Frege (up to 
quasipoly) by noncommutative formula IPS (follows 
our/Allender’s suggestion to show that PIT for this class 
is Frege-provable)

[Alekseev-Grigoriev-Hirsch-Tzameret ‘19]: “Cone proof 
system”, analogue of IPS for semi-algebraic proofs, 
connection w/ 𝜏 Conjecture

Additional works: [ST21], [AF21], [GHT22], [GP??]

Follow-up work on the
Ideal Proof System

http://dx.doi.org/10.4086/toc.2021.v017a010
https://doi.org/10.1137/16M1107632
https://doi.org/10.1145/3357713.3384245
https://doi.org/10.1145/3406325.3451010
https://doi.org/10.1145/3519935.3520025
https://doi.org/10.1109/FOCS54457.2022.00025


[P96]: Introduced considering algebraic circuit size of the 
Nullstellensatz certificates. (“Hilbert-like IPS” or “IPSLIN”, 
proved equivalent to IPS [FSTW16])

[P98]: Number of lines in PC, represent each line however* 
you want. (Proved equivalent to det-IPS [GP14].)

Back to Pitassi ’96/’98

https://doi.org/10.1090/dimacs/031/07
http://dx.doi.org/10.4086/toc.2021.v017a010
https://www.math.uni-bielefeld.de/documenta/xvol-icm/14/Pitassi.MAN.html
https://doi.org/10.1145/3230742


Toni’s questions [P96] eventually resolved:
1. Close the 𝑂(𝑛) vs Ω( 𝑛) gap for PC degree for PHP. [R98]
2. Is Θ( 𝑛) the right bound for 𝑃𝐻𝑃#$ with m large? No. [R98]
3. Nullstellensatz degree lower bound on random 3CNF? [BI99]
4. Does Extended Frege p-simulate IPS? Implies PIT in NP [G 

‘23]
5. Tighten degree bound on simulation of Resolution by PC. ?
6. Is Cutting Planes p-simulated by PC in sublinear degree? 

Incomparable.

Back to Pitassi ’96/’98

https://doi.org/10.1007/s000370050013
https://doi.org/10.1007/s000370050013
https://doi.org/10.1007/s00037-010-0293-1
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Toni’s questions eventually resolved:
1. Close the 𝑂(𝑛) vs Ω( 𝑛) gap for PC degree for PHP. [R98]
2. Is Θ( 𝑛) the right bound for 𝑃𝐻𝑃#$ with m large? No. [R98]
3. Nullstellensatz degree lower bound on random 3CNF? [BI99]
4. Does Extended Frege p-simulate IPS? Implies PIT in NP [G 

‘23]
5. Tighten degree bound on simulation of Resolution by PC. ?
6. Is Cutting Planes p-simulated by PC in sublinear degree? 

Incomparable.
7. [P98] Relationship between degree and number of 

monomials? [Impagliazzo-Pudlák-Sgall ‘99, …, Lagarde-
Nordström-Sokolov-Swernofsky ‘20]

Back to Pitassi ’96/’98

https://doi.org/10.1007/s000370050013
https://doi.org/10.1007/s000370050013
https://doi.org/10.1007/s00037-010-0293-1
https://www.math.uni-bielefeld.de/documenta/xvol-icm/14/Pitassi.MAN.html
https://doi.org/10.1007/s000370050024
https://doi.org/10.1007/s00037-020-00201-y


Toni’s questions from P96 still open:
1. Does poly-degree IPS p-simulate Extended Frege? 

(Probably not. Prove it!)
2. Get PC to work well for SAT in practice (though, see 

Noriko Arai’s talk yesterday)
3. 𝐴𝐶&[2]-Frege lower bounds? Maciel-Pitassi ‘97 proved 

quasi-poly reduction to depth 3 (proof complexity 
version of Biegel-Tarui/Yao). Toni suggested looking at 
PC proofs over probabilistic polynomials.

Back to Pitassi ’96/’98



Toni’s questions from P98 still open:
4. Ajtai/Krajicek representation-theoretic approach to 

uniform lower bounds deserves further study.
5. Conjecture: For a prime p, if IPS over GF(p) is p-

bounded, then NP=coNP. (Can prove directly, avoiding 
PIT?)

6. Natural proofs-like barrier for proof complexity?

Back to Pitassi ’96/’98



Joint w/ Toni, Nicola Galesi, Adrian She (to appear on arXiv
momentarily)

Tensor Isomorphism:
• Verbose version a bottleneck to improving Graph 

Isomorphism
• Succinct version is GI-hard
• Many natural algebraic problems are TI-complete, eg

Ring Isomorphism or local equivalence of quantum 
states

Algebraic Proof Complexity
Of Tensor Isomorphism



Algebraic Proof Complexity
Of Tensor Isomorphism

From my talk at
Banff (2019)



Tricks
Returning the Favor

From my talk at
Banff (2019)

Aimed at 
Toni



Main Results [Galesi-G.-Pitassi-She ‘23]:
1. Ω(𝑛) lower bound on PC degree for Tensor Iso
2. O(1)-degree PC proofs for non-isomorphism of 

bounded-rank tensors
3. PC can’t decide matrix rank, nor derive AB=I from BA=I 

in sub-linear degree
4. Conjecture: PC+Inv can’t solve Tensor Iso either
Open:
Stronger lower bound? Note: no Boolean axioms here (obv. 
upper bound is 2'()!)).

Algebraic Proof Complexity
Of Tensor Isomorphism

Inv
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